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ABSTRACT

Acceptance of new students is a very important activity for a high school or university. The admissions data has not been utilized by the campus in making strategic decisions, marketing potential, and considering invitations through academic admissions. So, to assist in processing the new student admissions data, in this study the design and analysis of new student admissions data was carried out using stages in data mining. The clustering method approach can be applied in analyzing the potential level of PMB quality produced by utilizing the PMB recording dataset for the 2023 period. 86 data records. The K-Means and K-Medoids algorithm models that are applied have results that show a new insight, namely grouping based on 2 clusters, cluster 1 (C0) is a pass category while cluster 2 (C1) has not been determined. The results of the K-Medoids algorithm which has cluster 1 (C0) 60 results, cluster 2 (C1) has 26 results is a potential pass of 60 and has not yet been determined 26 of the data tested 86 while the results of the K-Means cluster 1 algorithm (C0) 40 , cluster 2 (C1) 46 is a potential pass consisting of 40 and 46 undetermined data from the 86 datasets tested. Testing using the RapidMiner Studio application can also produce similar insights, namely each cluster has Davies Bouldin Index or DBI results from each K-Means and K-Medoids algorithm. K-Means has a Davies Bouldin Index result of -0.533 while K-Medoids has a Davies Bouldin Index result of -0.877

INTRODUCTION

The new student admission activity is one of the annual routine activities as a medium for recruiting prospective new students. The high school is one of the high schools in Bekasi that opens a pathway for new student admissions through independent exams. In practice, the high school uses a new student admission information system as an operation to record new students who register and re-register.
Admission of new students is carried out based on national exam scores and attitude scores, skills and partly carried out based on non-academic achievements. It’s just that after being accepted in this way, students take a written test to determine the class based on the grades obtained when taking the written test. The written tests included Indonesian, English and Mathematics subjects. It turns out that the results obtained show that the national exam scores obtained by students do not guarantee that students with high national exam scores will also get high scores when the written test is carried out, so that students will be in classes with low grades and high grades. With this process running, the amount of new student data from year to year has increased, so that more and more data must be managed. The PMB data includes student origin data, school origin data, employment data, study programs taken, as well as reference lines used to enter high schools.

Currently the PMB process in the high school environment has been running using a web-based information system for each registration or re-registration as a student. The process of accepting new students is very important for the high school, especially campus management, in this case the foundation. With the increase in student admission data from year to year, it sometimes makes the data more and more and only has a transactional nature. Meanwhile, campus management only requires data in the form of reports that are fast, easy, and do not interfere with transactions with the aim of facilitating management in making strategic decisions related to campus marketing potential with data on new student admissions.

Data Mining is an important element in managing intellectual capital and the decision-making process to help leaders and managers improve university performance in accepting new students. In research conducted by Ika Kurniawati using business intelligence to determine promotion strategies for new students, the results obtained were promotional strategies for prospective students according to the study program they were interested in.

While the research by Indri Fatma, Heru Satham Tambunan, Fitri Rizki cluster analysis of outstanding students using data mining, namely the K-Medoid Cluster Algorithm. Where previously the school still used a manual method in determining students who excel at the school, so it took quite a long time and the results were not quite right. K-Medoid Cluster is one of the algorithms used for classification or grouping of data, the authors apply the K-Medoid Cluster algorithm in grouping students with achievements in order to get more accurate, fast and effective results.

Meanwhile, research by Ramdani Udiman, Rudianto. This research intends to determine which locations or areas have the potential to bring in new students at the college. By applying data mining with the clustering method grouping research object items based on their similarity, so that it will be known which areas have the potential to bring in new students. Determining the location of the promotion of new student admissions using the data mining method will have a good and targeted impact in carrying out promotions, so as to increase the number of new students each year.

Based on the description of the problem above, this research takes the Grouping Analysis of New Student Admissions Using the K-Means Clustering and K-Medoids Algorithms To Increase Campus Marketing Potential to find out how much campus marketing potential is accepted by each study program. one of the algorithms used for clustering or grouping data is the K-Means and K-Medoid Cluster algorithms in grouping based on a set of data from the attributes.
I. LITERATURES REVIEW

The Promise of MOOCs Revisited? Demographics of Learners Preparing for University[28]. From an initial sample of 260,239 learners, we cluster analyze a subset of data from 29,083 participants who submitted an assignment in one of nine entry-level MOOC courses. Manhattan distance and Gower distance measures are computed based on engagement, achievement, and demographic data. To our knowledge, this marks one of the first such uses of Gower distance to cluster mixed-variable data to explore fairness and equity in the MOOC literature. The clusters are derived from CLARA and PAM algorithms, enriched by demographic data, with a particular focus on education level, as well as approximated socioeconomic status (SES) for a smaller subset of learners. Results indicate that learners without a college degree are more likely to be high-performing compared to college-educated learners. Learners from lower SES backgrounds are just as likely to be successful as learners from middle and higher SES backgrounds. While MOOCs have struggled to improve access to learning, more fair and equitable outcomes for traditionally underrepresented learners.

Geo-marketing Promotional Target Selection using Modified RFM with Spatial and Temporal Analysis: A Case Study[26]. This study identified 108 (4.63%) out of 2,334 feeder schools as the prioritized target market, contributing 51.54% of 18,537 enrolled students to the university during the analysis period. The prioritized feeder schools are in 32 cities and 23 regencies from 368 cities/regencies, with the majority being private schools. The research's findings revealed the distribution of feeder schools in regencies/cities and the trend of enrolled students from the highest value feeder schools segment, which can assist university management in selecting target feeder schools more precisely. Based on the findings, decision-makers can create a geo-marketing strategy for promotional activities and direct resources to the prioritized feeder schools. This study contributes by reinforcing a modified RFM model with spatial and temporal analysis to help university decision-makers choose feeder schools as the university's target market and develop a geo-marketing strategy.

Combination of K-Means and Simple Additive Weighting in Deciding Locations and Strategies of University Marketing[22]. This research uses the K-Means method for data grouping and the Simple Additive Weighting (SAW) method for ranking the results of data grouping. The result of this research suggests that location of promotion may be determined from the clustering process using the K-Means method. The silhouette coefficient test invalidates the data clustering, and the SAW method helps the ranking process to obtain a sequence of promotion locations. The ranking results reflect the predetermined decision table that directs promotion location selection according to the promotion strategy. The combination of the two methods helps to decide the location and marketing strategy to optimize time, effort, and cost. The results of this study may be used as a comparative reference for the management to decide the right promotion strategy based on the locations and student background.

II. FRAMEWORK

This research creates a framework that is useful as a research guide so that it can be carried out consistently. For this reason, the algorithm used is the K-Means and K-Medoids algorithm to solve the problem by testing the performance of the method. For the development and testing of the methods used by using the RapidMiner application. The following is a picture framework thinking:
III. METHODS

3.1 Object of research

In this study, the stages that will be used in clustering new student admissions data, in determining attributes to facilitate research so that research can run properly and systematically, and fulfill the desired goals, to describe a situation or phenomena as they are and describe or analyze a research result but not used to make broader conclusions.

3.2 K-means Clustering

K-means clustering is a non-hierarchical data clustering method that groups data in the form of one or more clusters/groups. Data that has the same characteristics are grouped in one cluster/group and data that has different characteristics are grouped with other clusters/groups so that data in one cluster/group has a small degree of variation (Ika Kurniawati, 2019). K-means is one of the representative algorithms belonging to the partition-based clustering algorithm [10]. We need to set the number of data sample clusters, initialize them randomly to each center, which has the same length as the vector of each data point. This requires us to predict in advance the number of clusters (that is, the number of centers). Then the distance from each data point to the center point is calculated, and the data points are divided into which class clusters are closest.
to which center point, and the midpoint of each class is calculated as a new center point. This was repeated until each type of center did not change much after each repetition (Haonan Ma et al, 2019). The k-means algorithm is an easy and effective algorithm for finding clusters in data. The stages in the clustering process with k-means include [11]

1. Specifies how much data to partition.
2. Randomly assign k records to be the initial cluster center locations.
3. Finds the nearest cluster center. So, in a sense, each cluster center "owns" a subset of records, thus representing a partition of the data set. We therefore have k clusters, C1, C2, . . . , ck.
4. Finding the cluster centroid and updating the location of each cluster to the new centroid value in each of the k clusters.
5. Repeats steps 3 to 5 until convergence or stops. The closest criterion at step three, is usually Euclidean, although other criteria can be applied. Cluster centroid in step 4 is found as follows. Suppose there are n data point values (a1, b1, c1), (a2, b2, c2) . . . , (an, bn, cn), the centroid of each of these points is the process of point gravity and is located at the point (Σai /n, Σbi /n, Σci /n).

The k-means algorithm will end when the centroid no longer changes. That is, the algorithm ends when all clusters C1, C2, C3 . . . , Ck. All records owned by each main cluster center in the cluster. And also the k-means algorithm will end when some convergence criterion is met, such as there is no significant reduction in the number of squared errors [11]

\[ \text{Vij} = \frac{1}{N_i} \sum_{k=0}^{N_i} X_{kj} \]

Information:
Vij = The average centroid of the ith cluster for the jth variable

\[
\text{Information:} \\
\text{D} = \sqrt{(Xi - Si)^2 + (yi - ti)^2} \\
\text{D} = \text{Euclidean Distance} \\
i = \text{the number of objects} \\
(x,y) = \text{object coordinates} \\
(s,t) = \text{centroid coordinates} \\
\]

3.3 K-Medoids Cluster Algorithm

K-Medoids Cluster model is a clustering technique in data mining. There is another cluster model, namely the K-Means Cluster. The most striking difference between the two clustering methods is at the center of each cluster. If K-Medoids uses the object as a representative (medoid) as the center of the cluster, K-Means uses the average value (mean) as the center of the cluster. Following are the steps for solving the K-Medoids Cluster:

1. Initialize k cluster centers (number of clusters).
2. Allocate each data (object) to the nearest cluster using size Euclidean Distance with the equation:

\[ D = \sqrt{(Xi - Si)^2 + (yi - ti)^2} \]

3. Randomly select objects in each cluster as candidates new medoid.
4. Calculate the distance of each object that is in each of each cluster by taking new medoids.
5. Calculate the total deviation (S) by calculating the new total distance value long total distance. If S<0, then replace the object with cluster data to get a new group of k objects as medoids d = (1)
3.4 Research Stage

The research phase can be defined as the decomposition of a research process that is intended to identify and evaluate the problems that occur. In the picture below is the Research stage.

Data Processing

Data processing in this study uses data clustering techniques, data mining for data clustering of new student admissions or bad product results using the k-means algorithm, K-Medoids. Data can be processed and used as a dataset in this study, this data will be divided into training data, testing and separating data as needed in this study so that the model can be obtained, has good generalization abilities in clustering data, training data or data testing is part of from powder coating data that is trained to create data clustering or run the function of an algorithm according to its purpose in this study so that it can see the accuracy or performance of a data.

3.2.3 Data Preprocessing

Data Preprocessing is the process of selecting data from a set of existing operational data before entering the data and information mining stage. Data that has gone through the data selection process will become data that is ready to be processed and stored in excel type files. At this stage data selection will also be carried out by selecting the required attributes for the next process, so that attributes that have no connection with the stages of model implementation will later be reduced so that the data dimensions become more concise. In the initial dataset there are 7 attributes as shown in Table 1 below.

<table>
<thead>
<tr>
<th>No</th>
<th>Attribute Name</th>
<th>type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Name</td>
<td>date</td>
</tr>
<tr>
<td>2</td>
<td>Study Program Choices</td>
<td>date</td>
</tr>
<tr>
<td>3</td>
<td>Test Pass</td>
<td>date</td>
</tr>
<tr>
<td>4</td>
<td>Finalized</td>
<td>date</td>
</tr>
<tr>
<td>5</td>
<td>File Pass</td>
<td>date</td>
</tr>
<tr>
<td>6</td>
<td>Study Program Accepted</td>
<td>date</td>
</tr>
<tr>
<td>7</td>
<td>Already a Student</td>
<td>date</td>
</tr>
</tbody>
</table>

In the attribute selection process, several attributes that are unrelated and related to the clustering modeling stage and the K-Means and K-Medoids algorithms will not be used in the next process. Attributes that are used are only attributes of passing tests and study programs being accepted both of which have a numeric data type.

Table 2 Attribute Selection Results

<table>
<thead>
<tr>
<th>No</th>
<th>Attribute Name</th>
<th>type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Test Pass</td>
<td>date</td>
</tr>
<tr>
<td>2</td>
<td>Study Program Accepted</td>
<td>date</td>
</tr>
</tbody>
</table>

The process of converting the initial data format into a standard data format for the process of reading data with the algorithm in the application used, then the process of testing the data using the programs and tools used. The following are the results of the initial data processing after going through the above stages to be used as a dataset at a later stage.

Table 3 Dataset Initial Attributes

<table>
<thead>
<tr>
<th>Registration_No</th>
<th>Test Pass</th>
<th>Study Program Accepted</th>
</tr>
</thead>
<tbody>
<tr>
<td>0432902210428</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>0432902210429</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>0432902210430</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

IV. RESULT

4.1 Application of K-Means and K-Medoids Algorithms

4.1.1 Data analysis

The initial stage carried out in this study was to prepare data where the data to be processed is a collection of new student admissions datasets. As a test of the K-
Means and K-Medoids algorithms with the clustering method the author takes the data to be modeled as many as 86 data records, where the data is an aggregation of raw data with a total of 200 rows of data records that have passed pre-processing data as shown in the table below this:

Table 4 Datasets

<table>
<thead>
<tr>
<th>No</th>
<th>Name</th>
<th>Study Program</th>
<th>Accepted</th>
<th>Test Pass</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Irvandita Pratama Alamsyah</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Nur Sadiah</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Muhammad Yusuf</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Mohammad Raky Panomo</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Kasuwati Rohmah</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Ratno Wijaya Kasuma</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Diamond Wulan Sari</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Junanto</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Rachel Sanosa</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Tuhana Sari Sitompul</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Charisma Indra Sapatra</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Muhammad Barokah Tri Setanto</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>83</td>
<td>Erlang Tri Hardana</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>84</td>
<td>Ribie Ibnu Hasan</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>85</td>
<td>Iqbal Febriansyah</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>86</td>
<td>Widiya Mufitalia</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

Evaluation of Tests on the RapidMiner Studio Application

In this process the clustering method with the K-Means algorithm is applied to form cluster groups with precise accuracy. In this study the authors used a calculation test with the help of the RapidMiner Studio application. Testing the model obtained by using the RapidMiner Studio application is carried out with the following steps:

1. Import the data needed for processing on the Rapid Miner tools. In the RapidMiner Studio application select and click Import Data, then select the data to be used and then determine the attributes and labels to be used.

2. Click the Design menu, in the process view, add the dataset in the folder to the process view screen. On the Names & Roles menu, look for the Set Role function which will later be used to set the attribute roles, then drag it to the process display screen.

3. Then on the Normalization menu select Normalize and drag it to the process display screen, through this function you can set the data normalization to be carried out from the dataset used in this process.

4. Then on the Modeling menu, in the Segmentation submenu, select the K-Means and K-Medoids function, to apply the K-Means and K-Medoids algorithms on the clustering process to be carried out. In this function we can determine the number (k) of clusters to be used in data modeling. The following are the parameters used to calculate the clustering process on the PMB recording data.

5. Performance function to display the David-Bouldin Index (DBI) value obtained from the clustering process of the PMB recording data used.

6. Connect all these commands so that the process display screen shows the following flow:
Figure 4 A series of clustering processes in the RapidMiner Studio application

7. Do the Running Process to get the clustering results from 86 record dataset that is used.

4.2 Analysis of Test Results

After carrying out the steps in finding cluster groups through the clustering method, the use of the K-Means and K-Medoids algorithms used produces a cluster grouping of each data. The PMB recording dataset used is 86 data records which will be tested in the process of forming cluster groups with the K-Means and K-Medoids algorithms. The results of the K-Medoids cluster model in the RapidMiner Studio application test show that of the 86 data, 60 data entered the first cluster group (C0) and 26 data entered the second cluster group (C1), which can be seen in the following figure.

Cluster Model
Cluster 0: 60 items
Cluster 1: 26 items
Total number of items: 86

Figure 6: Results of the K-Medoids Cluster Model

The results of the K-Means cluster model in the RapidMiner Studio application test show that of the 86 data, there are 46 data entered in the first cluster group (C0) and 40 data entered in the second cluster group (C1), which can be seen in the following figure.

Cluster Model
Cluster 0: 46 items
Cluster 1: 40 items
Total number of items: 86

Figure 5: K-Means Cluster Model Results

The general description of cluster groups from each cluster 0, 1 and 2 can be seen in the clustering tree as follows.
The general description of cluster groups from each cluster 0, 1 and 2 can be seen in the clustering tree as follows.

Table 5 Optimal Cluster in the RapidMiner Studio application

<table>
<thead>
<tr>
<th>attributes</th>
<th>Cluster 0</th>
<th>Cluster 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study Program</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Accepted</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test Pass</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

From the results above it can be seen that the formation of cluster members obtained through testing with the RapidMiner application is relevant to the K-Medoids model. It's just that in the process of using the RapidMiner Studio application.

The most optimal cluster point for each variable for Cluster 0 (C0) is 2,565 & 1 and for Cluster 1 (C1) is 1,304 & 1,100 as can be seen in the image below.

Table 6 Optimal Cluster in the RapidMiner Studio application

From the results above it can be seen that the formation of cluster members obtained through testing with the RapidMiner application is relevant to the K-Means model. The most optimal cluster point for each variable for Cluster 0 (C0) is 1 & 3 and for Cluster 1 (C1) is 2 & 2 as can be seen in the image below.
Performance testing of models and algorithms is carried out with the intention of knowing the results of the calculations being analyzed and measuring the K-Medoids methods and algorithms used whether they function properly or not.

### PerformanceVector

**PerformanceVector**

**Performance Vector:**

- Avg. within centroid distance: -1.023
- Avg. within centroid distance_cluster_0: -1.150
- Avg. within centroid distance_cluster_1: -0.731
- Davies Bouldin: -0.877

Figure 9: Performance of the K-Medoids Algorithm Clustering

The results of the evaluation value with the Davies Bouldin Index or DBI based on the RapidMiner Studio application obtained from tests obtained from the test results on the RapidMiner Studio application show the number 0.877 as shown in Figure 7.

<table>
<thead>
<tr>
<th>Davies Bouldin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Davies Bouldin: -0.877</td>
</tr>
</tbody>
</table>

Figure 11 Results of the Davies-Bouldin Index K-Medoids Algorithm

The results of the evaluation value with the Davies Bouldin Index or DBI based on the RapidMiner Studio application obtained from tests obtained from the test results on the RapidMiner Studio application show the number 0.533 as shown in Figure 8.

<table>
<thead>
<tr>
<th>Davies Bouldin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Davies Bouldin: -0.533</td>
</tr>
</tbody>
</table>

Figure 12 Results of the Davies-Bouldin Index K-Means Algorithm

V. DISCUSSION

The value of novelty in this study is the existence of data attributes and comparison of algorithms as variables and data processing that will be used as research. Using 2 attributes and two algorithms as a comparison, so that the research that I am doing needs to be updated in this research or needs to be improved in terms of the algorithm and data regarding the attributes used and the comparison of an algorithm so that it can produce a novelty value in the research that I am doing. The choice of method for this study was due to the relatively high percentage. Testing using the RapidMiner Studio application can also produce similar insights, namely that each
cluster has Davies Bouldin Index or DBI results from each K-Means and K-Medoids algorithm. K-Means has the results of the Davies Bouldin Index giving a better value.

VI. CONCLUSION
The clustering method approach can be applied in analyzing the potential level of PMB quality produced by utilizing the PMB recording dataset for the 2023 period, there are 86 data records. The K-Means and K-Medoids algorithm models that are applied have results that show a new insight, namely grouping based on 2 clusters, cluster 1 (C0) is a pass category while cluster 2 (C1) has not been determined. The results of the K-Medoids algorithm which has a cluster 1 (C0) result of 60, cluster 2 (C1) has a result of 26 which is a potential pass of 60 and has not been determined 26 from the data tested 86 while the results of the K-Means algorithm testing cluster 1 (C0) 40, cluster 2 (C1) 46 is a potential pass consisting of 40 and 46 undetermined data from the 86 datasets tested. Testing using the RapidMiner Studio application can also produce similar insights, namely each cluster has Davies Bouldin Index or DBI results from each K-Means and K-Medoids algorithm. K-Means has a Davies Bouldin Index result of -0.533 while K-Medoids has a Davies Bouldin Index result of -0.877.
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