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The rising number of Instagram user affecting higher number 

of comments appear on post especially Instagram accounts of 

Indonesia's 2024 presidential candidates that made it difficult 

to understand the public sentiment towards presidential 

candidate. Therefore, this research aims to classify Indonesian 

sentiment on Instagram comments of 2024 Indonesian 

presidential candidates using the Support Vector Machine 

method. This research has several stages that are crawling 

data, preprocessing data, TF-IDF Weighting, and 

Classification. The classified sentiment is divided into three 

classes, namely positive, negative, and neutral. The results 

shows that Sentiment Analysis of Comments on Instagram 

Posts of Indonesia's 2024 Presidential Candidates Using The 

Support Vector Machine Method has a good accuracy value 

of 89.41%. This results also obtain recall and precision values 

of 89% and 87% respectively. The high values of precision 

and recall mean that the accuracy of sentiment analysis is quite 

good and there is minimal discrepancy in the information 

obtained from the experiments that have been carried out. 
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INTRODUCTION  

The development of information 

technology is accompanied by the 

development of social media, such as 

Instagram [1].  The number of Instagram 

users in Indonesia reaches 45 million per 

month, this data shows the largest users in 

Asia Pacific [2]. The number of Instagram 

users is mostly dominated by generation Z 

people [3]. The number of generation Z 

people who use Instagram makes the 

comment feature on Instagram widely used. 

Instagram users can comment on a post on an 

account on Instagram. On Instagram accounts 

with a high number of followers, the number 

of comments obtained also increases, such as 

on the Instagram accounts of Indonesia's 2024 

Presidential Candidates who have an average 

of comment each post of 1,843 comments. 

The high number of comments makes it 
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difficult to understand the public sentiment 

towards presidential candidates. To overcome 

a lot of comment data, an automatic sentiment 

analysis method is needed [4]. 

Sentiment analysis has been studied 

using several classification methods, namely 

Naïve Bayes, Support Vector Machine, 

AdaBoost, Random Forest, Decision Tree, 

KNN and Logistic Regression [5]. Among 

these methods, the Support Vector Machine 

method shows the best accuracy results. 

Previous research compared the KNN method 

with the Support Vector Machine method in 

sentiment analysis of the United States 

president Donald Trump. This comparison 

aims to find out which algorithm has the best 

accuracy and fastest processing time. In this 

study, sentiment analysis using the svm 

method produced higher accuracy than the 

KNN method, which was 89.70%, while the 

KNN method got an accuracy result of 

88.76% [6]. In addition, data in the form of 

Gojek user responses are classified into two 

sentiments, namely positive sentiment and 

negative sentiment using the Support Vector 

Machine (SVM) method. The results of 

sentiment classification from the results of 

labelling sentiment scoring data using the 

Support Vector Machine method on Gojek 

resulted in the best overall accuracy rate of 

79.19% [7].  Another study used the SVM 

method for sentiment analysis of Instagram 

comment data regarding Covid-19 and 

obtained an accuracy value of 80.23% [8]. 

The high accuracy rate shows that the Support 

Vector Machine method is optimal for 

classifying the sentiment of each data. 

On the other hand, research related to 

sentiment analysis of presidential candidates 

in Indonesia in 2024 with the Support Vector 

Machine method has not been conducted. The 

number of Instagram account that follows 

presidential candidates in Indonesia is 

reaching 5.9 million people that causing high 

number of comments posted every day. The 

high number of comments needs to be 

analyzed through sentiment analysis 

automatically to understand the public 

sentiment towards presidential candidates. 

Therefore, this research aims to classify 

Indonesian sentiment on Instagram comments 

of 2024 Indonesian presidential candidates 

using the Support Vector Machine method. 

The classified sentiment is divided into three 

classes, namely neutral, positive, and 

negative. By doing sentiment analysis, it is 

hoped that each 2024 Indonesian presidential 

candidate can find out the sentiment of the 

community in each Instagram post comment. 

The next section of this paper will be 

dedicated to the description of related work 

(Section 2). The methodology of the research 

are reported in Section 3. The results of 

analysis setiment in Section 4. In Section 5, 

we describe the analysis of the result, 

followed by a conclusion in Section 6. 

 

I. LITERATURE REVIEW 

Some studies have used some 

classification methods such as support vector 

machine decision trees logistic regression etc. 

Compares Naïve Bayes Support Vector 

Machine and Logistic Regression methods for 

various aspects of analyzing Instagram data to 

detect sentiment. Sentiment analysis deals 

with opinion divided into positive negative 

and neutral. This study shows that machine 

learning methods such as Naive Bayes have 

the highest accuracy [9]. 

In another study, the decision tree method 

and Support Vector Machine with the 

resulting features from TF-IDF were used for 

sentiment analysis of comments on Instagram 

related to the performance of the Indonesian 

Football Association (PSSI) [4]. 

The Support Vector Machine method is 

used to analyze reviews from users of the 

movie streaming application in Play store. In 

previous research, it was found that the 

Support Vector Machine algorithm has a 

fairly high accuracy rate for classifying 

positive and negative responses from users of 

the film streaming application on Google Play 

store [10]. 

Another study aims to analyze the 

sentiment in each sentence from twitter users 

towards Indonesian football using K-Nearest 

Neighbor. The data used in the study is twitter 

data related to football in Indonesia taken 
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from the official PSSI twitter account. The 

data was collected and then several stages 

were carried out, namely preprocessing and 

word weighting using Term Frequency-

Inverse Document Frequency (TF-IDF).  

Optimal accuracy results are obtained at a 

value of k = 23, which is 79.99% [11]. 

In other research, comparing the Support 

Vector Machine method and the naïve bayes 

method in sentiment analysis of Covid-19 

information. The Support Vector Machine 

method produces a better accuracy value than 

using the Support Vector Machine method, 

which is 80.23%, while the Naïve Bayes 

method produces an accuracy value of 

78.02% [8]. 

In addition to Instagram, the researchers 

also analyzed sentiment data on other social 

media, such as Twitter. One of them is 

analyzing the sentiment of the Indonesian 

people towards the Pre-Employment Card 

Program about the government's 

breakthrough efforts to overcome 

unemployment and victims of labor layoffs. 

The twitter data obtained was analyzed using 

the Support Vector Machine Method. The 

study divided the results of the Support 

Vector Machine classification into three 

classes, namely neutral as much as 98.34%, 

negative class as much as 0.99%, and positive 

class as much as 0.66% [12]. 

Another study analyzed twitter sentiment 

data on public opinion about this campus, 

University of Muhammadiyah Malang 

(UMM). This research compared two 

methods, namely Naïve Bayes and Support 

Vector Machine. The results of the 

comparison of the two methods show that 

classification using the Naïve Bayes method 

gets better accuracy results than Support 

Vector Machine with an accuracy of 73.65%, 

while classification using the Support Vector 

Machine method only produces an accuracy 

of 70.20% [13]. 

 

II. METHODS 

In this research there are several stages 

shown in Figure 1. 

  

 
Figure 1. Flowchart of the study 

 

Collection data 

In this study, Instagram data was 

collected using the phantom buster 

application. Data crawling was carried out by 

searching for Indonesian-language comment 

data on the account posts of the 2024 

Indonesian presidential candidates, namely: 

Prabowo, Anies Baswedan, and Ganjar 

Pranowo. The amount of data generated 

during crawling was 8,287 data. The data 

obtained has several attributes, but only a few 

attributes are used, namely comments, 

number of comment likes, and number of 

Instagram comment replies. 

 

Design and implementation method 

In this study there are several stages 

that can be seen in Figure 2.  
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Figure 2. Design and implementation method 

flowchart 

Instagram post comment data 

obtained will be pre-processed data. The pre-

process stage aims to clean the data before 

entering the next stage [14]. This research pre 

process has several stages that are carried out, 

namely: lower casing, removing usernames, 

removing numbers, removing punctuations, 

removing leading & trailing whitespace, 

removing multiple whitespace into single 

whitespace, removing stop words, 

lemmatization, and tokenizing. Lower casing 

is a process where all characters will be 

converted into all lowercase letters. Remove 

stop words needs to be done so that all 

unimportant words become noise. All 

usernames, punctuation marks, numbers, and 

whitespace must be removed in order to 

produce a unique bag of words model. 

Lemmatization is the process of normalizing 

words to find the basic form of the word based 

on its lemma form [15]. In the tokenization 

process all sentences will be broken down into 

terms. 

 

Term Frequency – Inverse Document 

Frequency Weighting  

At this stage the net data is weighted 

using the TF-IDF method. TF-IDF (Term 

Frequency-Inverse Document Frequency) 

weighting is the process of converting text 

data to numerical data to assign a weight to 

each word or feature [11]. In this study 

Instagram comment data is considered as a 

document. The frequency of occurrence of 

words in each document is calculated. The 

frequency of occurrence of a word in a 

document indicates how important the word is 

in the document [16]. In addition to 

calculating the word frequency of each 

document this study also calculates the 

frequency of the document. Document 

frequency is the number of documents that 

contain the word. The resulting document 

frequency is used to calculate the inverse 

document frequency (idft). After getting the 

value of term frequency and inverse 

document frequency (idft) TF-IDF weight is 

calculated using the formula in Equation (1). 
 

Wt,d  =  tft,d  X  idft                 (2) 

where: 

Wt,d  is tf-idf weighting 

tft,d  is the frequency of occurrence of words 

idft  is inverse document frequency 

 

Support Vector Machine Classification 

The data for each comment in the form 

of non-textual weighting is added as a new 

feature to the textual weighting result data. 

Then the data is classified using the Support 

Vector Machine method. The support vector 

machine algorithm is a very popular 

supervised learning algorithm. The Support 
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Vector Machine algorithm is designed for 

regression and classification problems. The 

SVM algorithm aims to form an appropriate 

optimal decision boundary (called a 

hyperplane) which divides the n-dimensional 

space into different classes making it easier to 

assign different points to the appropriate 

class. In the support vector machine algorithm 

extreme vector points called support vectors 

are selected to help create the corresponding 

hyperplane [17]. 

In the Support Vector Machine 

method, there is a parameter C that serves to 

control the optimization between margin and 

misclassification. The larger the C parameter, 

the greater the penalty for misclassification. 

Support Vector Machine is basically a linear 

classifier [18]. However, Support Vector 

Machine can be developed into a nonlinear 

classifier. Basically, the Support Vector 

Machine learning process to find the support 

vector only depends on the dot product of the 

data in the feature space. The dot product 

calculation can be replaced with a kernel 

function. The concept of kernel trick in higher 

dimensional space can handle nonlinear 

classifier. In Support Vector Machine, there 

are several types of kernels, namely linear, 

sigmoid, polynomial, and RBF. The 

development of the Support Vector Machine 

method, the more cases that are solved using 

the Support Vector Machine method very 

quickly and accurately, one of which is in the 

case of data classification [10]. 

 

Evaluation  

The classification results obtained 

must be evaluated for performance using the 

Confusion Matrix method. Confusion matrix 

is an algorithm performance evaluation 

central role shall be played by the matrix that 

represents an aggregation of predicted and 

actual class instances [19]. There are four 

indicators calculated based on the confusion 

matrix, namely: Accuracy, Precision, Recall, 

and F-measure. The confusion matrix is 

shown in Table 1. 

 

Table 1 Confusion matrix 

  
Predicted Class 

True False 

Actual 

Class 

True TP FN 

False FP TN 

Source: [20] 

 

Accuracy is the value of the correct 

record accuracy of the test prediction results 

compared to the actual value. If the accuracy 

result is 100%, it indicates that the predicted 

condition is true according to the original. 

Accuracy can be calculated using the formula 

in Equation 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦= 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
  

         (3) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
           (3) 

Precision or confidence is the ratio 

between predicted positive items that are also 

positive in reality to all predicted positive 

items. Precision can be calculated using the 

formula in Equation 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛= 
𝑇𝑃

𝑇𝑃+𝐹𝑃
  

          (4) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
            (4) 

Recall or Sensitivity is the ratio 

between predicted positive items that are also 

positive in actual to all actual positive items. 

The formula for obtaining the recall value is 

shown in Equation 𝑅𝑒𝑐𝑎𝑙𝑙= 
𝑇𝑃

𝑇𝑃+𝐹𝑁
     

         (5).  

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
              (5) 

F-measure or F-Score is a 

measurement that assesses the reciprocity 

between precision and recall (weighted 

harmonic mean between precision and recall). 

The value of F-measure is obtained by 

calculating using the formula in Eq. 

𝐹−𝑚𝑒𝑎𝑠𝑢𝑟𝑒=  
2𝑥𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑥 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
          

(6). 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2𝑥𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑥 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
          (6) 
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III. RESULT 

This chapter contains the results 

obtained. The data obtained in crawling is 

8,287 data. 8,287 data obtained from crawling 

are still found in languages other than 

standard Indonesian, so it is necessary to 

translate them into Indonesian manually first 

before further processing. After the data is 

correct, each data is manually labelled into 

three types of labels, namely positive, 

negative, and neutral. 

The manual labelling process resulted in 

7,364 positive data, 437 neutral data, and 486 

negative data. examples of negatively labelled 

data are “Ngomong Indonesia aja bikin pusim 

nggak ngerti,, apa lagi ngomong Inggris” and 

“Jangan pilih pemimpin yang seperti ini, 

hanya pintar menata kata, hasil kerja tidak ada 

yang nyata, semua dibohongi”. Examples of 

data in the form of positively labelled 

sentences, are “Mantap sekali, Bapak 

@aniesbaswedan. Ini baru mantap kalau jadi 

presiden berikunya, presiden 2024” and 

“Pengalaman Pak Anies luar biasa, intelektual 

yang tak perlu diragukan lagi. Semoga Allah 

permudahkan urusan Pak Anies untuk 

menjadi RI-1. Aamiin”. While examples of 

data labelled neutral are: “Desain no 3 

@taka_dad15” and ”yang mau beli kaos slide 

7 bisa dm saya”. 

 

Preprocessing result 

The data obtained is then carried out 

data cleaning. several stages are carried out, 

namely: lower casing, remove username, 

remove numbers, remove punctuations such 

as hyphens, question marks, exclamation 

marks, underscores, parentheses, hash marks, 

symbols &, and etc. In addition, the 

preprocessing stage also removes several 

types of whitespace, such as remove leading 

& trailing whitespace, remove multiple 

whitespace into single whitespace. The results 

will then be compared with the list contained 

in the stop word. If the term is found in the 

stop word list, it will be removed.  The results 

obtained are then processed to be converted 

into basic words or also called lemmatization, 

for example the word “berbicara” if changed 

to the base word it will change to “bicara”. 

The last stage is tokenizing, breaking a 

sentence into phrases.  The result of the pre-

process is shown in Table 2. 

 
Table 2. Pre-process result data 

No Comment on Instagram Posts Label 

1 

['ngomong', 'indonesia', 'bikin', 

'pusing', 'erti', 'ngomong', 

'inggris'] 

Negatif 

2 
['pintar', 'berkatakata', 'kerja nol 

komen fakta realita hati sehat'] 
Negatif 

3 
['moga', 'prabowoganjar', 

'menang'] 
Positif 

4 

['moga', 'allah', 'swt', 'tuntun', 

'bapak', 'anies', 'meridhoinya', 

'besar', 'harap', 'warga', 

'makassar', 'bapak', 'presiden'] 

Positif 

5 ['desain', 'no'] Netral 

6 ['beli', 'kaos', 'slide', 'dm'] Netral 

 

Data Ratio Composition Testing Results 

There are two types of data that are 

input to the TF-IDF weighting process, 

namely test data and training data, so it is 

necessary to know the optimal comparison 

ratio. At this stage, the comparison of training 

data and test data is tested. Testing is done 

using 5 compositions of data division ratios, 

the goal is to find out at what ratio of training 

data and test data the model can perform well. 

the composition of the division of training 

data and test data is 90:10, 80:20, 70:30, 60:40 

and 50:50. This research tests using the TF-

IDF weighting method and the Support 

Vector Machine method. When the results are 

out, the accuracy, precision, recall values of 

each ratio composition are calculated. The 

following results are obtained on the 

performance of Support Vector Machine 

(SVM) on each ratio shown in Table 3. 
Table 3. Accuracy results rata ratio acquisition 

testing 

Ratio Accuracy Value 

90:10 88.54 % 

80:20 88.30% 

70:30 89.10% 
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60:40 89.47% 

50:50 89.33% 

 

 

Term Frequency Inverse Document 

Frequency Weighting Result 

After data cleaning is done in the 

preprocessing process, the data will be 

weighted using Term Frequency – Inverse 

Document Frequency (TF-IDF) weighting 

algorithm. TF-IDF weighting is built using a 

module from the Python programming 

language, Scikit-learn or can also be called 

Sklearn. TF-IDF calculation is done twice, the 

first process calculates the weight of the 

training data word with the input data which 

is the training. After that, it continues to 

calculate the weight of the test data word with 

the input data which is the test. The 

comparison between training data and test 

data is 60:40, where 60% is training data and 

the remaining 40% is test data. The training 

data used is 4,972 data, while the amount of 

test data is 3,315 data. TF-IDF weighting on 

training data produces a 5,800 x 6,772 

dimension vector. TF-IDF weighting on test 

data produces a vector with a dimension of 

2,487 x 6,772. 

 

Classification Results Using The Support 

Vector Machine (SVM) Method 

After the TF-IDF weighting results are 

obtained, the classification process is then 

carried out using the Support Vector Machine 

method which is built using a module from 

the Python programming language, Scikit-

learn. In this study, two tests were carried out, 

namely comparing four support vector 

machine kernels and finding the optimal value 

of the C and gamma parameters. 

The first test compares the results of 

four Support Vector Machine kernels namely 

linear, sigmoid, polynomial, and RBF. Then 

the test calculates the accuracy value of the 

sentiment classification. the accuracy value is 

shown in Table 4 
Table 4. Kernel testing accuracy results 

No Kernel Accuracy Value 

1 RBF 89.47% 

2 Sigmoid 89.32% 

3 Linear 89.35% 

4 Polynomial 89.26% 

 

The next test aims to determine the 

optimal Support Vector Machine parameter 

values for the sentiment analysis process.  In 

the RBF kernel, there are two parameters 

tested, namely the C value with parameter 

values of 0.1, 1, 10, 100, and 1000. The other 

parameter is gamma with tested parameter 

values of 1, 0.1, 0.01, 0.001, and 0.0001. The 

most optimal results are obtained when the C 

parameter is 10 and the gamma parameter is 

0.1. 

Based on these two tests, the 

sentiment analysis classification model of 

Instagram comments on the 2024 Indonesian 

presidential candidates was built using the 

best kernel, namely RBF with a C parameter 

of 10 and a gamma parameter of 0.1. To 

measure the performance of the model built, 

the model is evaluated with the confusion 

matrix algorithm shown in Table 5. 
Table 5. Confusion matrix 

  
Predicted Class 

Negative Netral Positif 

A
ct

u
a
l 

C
la

ss
 Negative 37 23 145 

Netral 9 50 109 

Positif 37 28 2877 

 

Based on the confusion matrix in Table 

5, the precision, recall, accuracy, and F-

Measure values can be calculated. The 

accuracy value obtained by the system is 

89.41%, the recall value is 89%, the precision 

value is 87%, and the F-1 Score value is 

89.41%. 

 

IV. DISCUSSION 

This section contains analysis of the testing 

process of the system built using the Support 

Vector Machine method. The testing process 

carried out are data ratio composition testing 

and Support Vector Machine classification 

method parameter testing. 
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Testing the ratio composition of test data 

and training data is done to find out whether 

the composition of the data ratio has an 

influence on accuracy results. There are 5 

types of ratios tried, namely 90:10, 80:20, 

70:30, 60:40, and 50:50. Table 3 shows that the 

lowest accuracy value is obtained when using 

the composition of the ratio of training data to 

test data of 80:20, which is 88.30%, while the 

highest accuracy value is obtained when using 

the composition of the ratio of training data to 

test data of 60:40, which is 89.47%. This 

shows that training data with a ratio of 60:40 

produces a model that better represents the 

test data than using training data with a ratio 

of 80:20. 

The next test is testing the parameters of 

the Support Vector Machine classification 

method. The Support Vector Machine method 

has several parameters that can be set in order 

to get the best classification results, namely 

the kernel function, C parameter value, and 

Gamma parameter value. By using the ratio of 

training data: test data of 60:40, the best 

accuracy is obtained when using the rbf kernel 

which is 89.47 &, while the lowest accuracy 

value is obtained when using the polynomial 

kernel function. This means that this data is 

more suitable to use the rbf kernel function 

than the polynomial kernel function. In 

addition to testing to get the best kernel 

function parameters, this study also tested to 

get the best C parameter [7]. C parameter 

values tested were 0.1, 1, 10, 100, and 1000. 

The most optimal C parameter value is 10. C 

parameter testing is accompanied by Gamma 

parameter testing. The parameter values 

tested are 1, 0.1, 0.01, 0.001, and 0.0001. 

gamma parameters that produce the most 

optimal value when gamma is 0.1. 

The best part of the support vector 

machine method is the parameter values that 

represent the opinion of Instagram comments 

for the Indonesian presidential candidate 

2024. How to create test data 60-40 kernel 

functions are used. the value of the parameter 

rbf c. 10 and the value of the gamma 

parameter is 0.1. The classification system by 

setting the optimal parameters produces a 

confusion matrix shown in Table 5.  

Based on Table 5, it can be seen the 

accuracy of the system in predicting the 

sentiment of Instagram comments on the 2024 

Indonesian presidential candidates. The data 

that is actually labelled positive and predicted 

positive is 2,877 data, while the amount of 

data the system mis predicts, which should be 

positive but is considered negative there are 

37 data and 28 data that are predicted to be 

neutral. In the data that is actually negative 

and predicted negative there are 37 data, 

while the amount of data the system mis 

predicts, which should be negative but is 

considered positive there are 245 data and the 

predicted neutral is 23 data. In the data that is 

actually neutral and predicted correctly, 

namely labelled neutral, there are 50 data, 

while the amount of data the system mis 

predicts, which should be neutral but is 

considered positive is 109 data and the 

predicted negative is 9 data. 

In general, the system's ability to classify 

the sentiment of Instagram comments on 

Indonesian presidential candidates 2024 using 

the Support Vector Machine method is 

generally quite good with an accuracy value 

of 89.41%. This is in line with the recall and 

precision values obtained which are quite 

high, namely 89% and 87%. The results of 

recall and precision are reinforced by the high 

harmonic mean value of precision and recall, 

which is 89.41%. 

The high values of precision and recall 

mean that the accuracy of sentiment analysis 

is quite good and there is minimal discrepancy 

in the information obtained from the 

experiments that have been carried out. 

However, the high performance when 

classifying in general is only due to the 

accuracy of classification of one class label. 

The highest accuracy value is obtained in the 

positive labelled class which is 97.79%, the 

classification in the neutral class produces a 

low accuracy of 29.76%, and the lowest is 

obtained in the data with the negative label 

class which is 18.05%. The low accuracy 

value in both label classes could be due to 

overfitting as a result of the uneven 

distribution of data shown in Figure 3. 
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Figure 3 Total data of each class 

 

Figure 3 shows that out of 4,972 training 

data, the most data is data labelled as positive 

class, which is as much as 4,422 data, while 

data labelled as neutral is only 269 data, and 

the least data is in the class labelled as 

negative, which is only 281 data. 
 

V. CONCLUSION 

Based on the results of the research, sentiment 

analysis of Instagram comments on 

Indonesian presidential candidates 2024 using 

the Support Vector Machine method gets a 

good accuracy value of 89.41%. However, if 

the research is seen in more detail again, good 

accuracy is only produced when the data is 

labelled with a positive class of 97.79%, while 

the data labelled with a neutral class only 

produces an accuracy of 29.76%, and the 

lowest is in data with a negative label class 

which only gets an accuracy of 18.05%.  
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